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1 Transformation

theorem
Suppose X is a continuous random variable. Let Y = aX + b. Then

fr(y) = fX( b)

|al

Proof:
We begin by writing an expression for the cdf of Y:

N

b
Fy(y)=P(Y<y):P(aX+b<y):P(X ya ) > a>0

Differentiating Fy (y) yields fy (y):

p = trw = Sa () = E () = I ()

-b -b
However, when a < 0, Fy(y) = P (X > Y > =1-P (X < Y > Differentiating it
a

the same way we can get:

0= 00~ -5 () -~ (45) L (45

1 -b
Combine the two situations: fy(y) = \cT|fX (ya>

2 PDF of a Sum

theorem
Suppose that X and Y are independent random variables. Let W = X + Y. Then

fww) = [ frl@)fy(w-a)do
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Proof:
We start with cdf again:

- [ i@ dyas
[ @[ v ag] as

= /_Oo fx @) Fy (w—z) dx

Differentiating Fyy (w) to get fuw (w):

fw(w) iFV[/ dw / fX Fy( —a?) d.%'

—/ fx(@ [ Fy (w —CU)} dx
= [m fx (@) [dwa(w—f)} dx

> 1
:/ fX(fU)fY(w—x)dx [>1}_uw_1_>if1

dw

3 PDF of Quotient

theorem

Suppose that X and Y are independent random variables. Let W =Y /X. Then
(o]
—fol [ fx(@fy (wo) da
—00

Proof:
We start with cdf. As we know, Fyy(w) = P(Y/X < w). We need to calculate the cdf for

X > 0 and x < 0 separately, and combine the results of two situations together.

HWX<M=PW<wM=A [ @) e (y) dy da
(2)X <0 .
PY/X <w)=PY >wX) = —P(YSwX)zl—/_ i Ix(z)fy(y) dy dz

Now we can have the cdf of Fyy(w):

:A“[ifx(x)fy(y)dydx+1—/_Ow[zfx(w)fy(y)dydx

Then we differentiate Fyy(w) to obtain:
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fwtw) = v = L [T [ @n@ayas - L e ey
_/ Fxl(e ( / d)dm—/ fxx<m/_tfy(y)dy>dﬂf
= [ et (S wx)dm—/ (@) (S hv(wn)) da
= [ @ e [ @) @ivwade s y=we o 5=
= [l @ tn et [ el ) da
— [ lalfx@)fy(we) da
4 PDF of Product

theorem

Suppose that X and Y are independent random variables. Let W = XY . Then
1 oo
fwtw) = 1 [ x(@)friwfa) o

Proof:
We start with cdf. As we know, Fyy(w) = P(XY < w). We also need to calculate the cdf

for X > 0 and = < 0 separately, and combine the results of two situations together.

P(XY <w)=PY <w/X) = / /w/cc y) dy dx

(2)X <0:
P(Xng):P(Y>w/X)—1—P(Y<w/X—1—/ /w/m (@) fy () dy dee

Now we can have the cdf of Fyy(w):

w/x w/:c
/ / x) fy (y dyderl—/ / y) dy dx

Then we differentiate Fyy(w) to obtain:

fW(w): / /w/xfx ) fy (y dydx—f/ /w/x y) dy dz
dy 1

/fX (fyw/x>dm_/ fx@) (Shvw/m) e o y=w/es L=
/Oo‘ x) fy (w/z) dz



